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Abstract 
Automatic Modulation Classification (AMC) plays a fundamental role in defense and military 

communication systems, particularly in scenarios where adaptability, flexibility, and reliability are 

critical. In cognitive radio networks, AMC enables real-time identification of modulation schemes, 

which is essential for effective spectrum monitoring, interference mitigation, and secure 

communications in dynamic and competitive environments. In this study, we propose a model for 

more accurate and robust classification of radio signal modulations by developing a Signal Quality 

Adaptive Convolutional Neural Network (SQACNN). The primary goal is to create a model that 

adapts to the quality of input signals and mitigates the impact of noise. To this end, an adaptive loss 

function is employed to combine cross-entropy loss with regularization factors, including signal 

dispersion coefficient, feature compression coefficient, and SNR adjustment factor. Using a 

benchmark dataset, the model’s classification accuracy was evaluated across different SNR levels, 

demonstrating that the proposed SQACNN model achieves significant improvements in classification 

accuracy, with an overall accuracy of 71.03%, while maintaining satisfactory performance particularly 

under low SNR conditions. This study highlights the effectiveness of incorporating signal quality 

metrics into the learning process, rendering it a valuable tool for real-world signal processing 

applications. 
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 چکیده
ویژه در کند، بهدفاعی و نظامی ایفا میهای ارتباطی نقشی اساسی در سیستم (AMC)مدولاسیون خودکار  بندیدسته

 AMCهای رادیویی شناختی، حیاتی هستند. در شبکه ،پذیری و قابلیت اطمینانسناریوهایی که سازگاری، انعطاف

ارتباطات امن  و طیف، کاهش تداخل مؤثرکه برای نظارت  سازدپذیر میمدولاسیون را امکانهای طرح فوریشناسایی 

 شبکه عصبی کانولوشنال تطبیقی با کیفیت سیگنال این مطالعه با توسعه یکو رقابتی ضروری است.  های پویادر محیط

(SQACNN)هدف اصلی،  .های سیگنال رادیویی ارائه داده استتر مدولاسیونتر و مقاومبندی دقیق، مدلی برای دسته

ویز را کاهش دهد. بدین منظور، از تابع زیان های ورودی هماهنگ شود و تأثیر نایجاد مدلی است که با کیفیت سیگنال

شدگی سیگنال، ضریب فشردگی سازی، شامل ضریب پخشتطبیقی استفاده شده تا زیان آنتروپی متقاطع را با عوامل منظم

های  SNRبندی مدل در طول داده ارزیابی، دقت دسته با استفاده از مجموعه .ترکیب کند SNR ویژگی و ضریب تنظیم

های چشمگیری در دقت ی پیشرفتدارا SQACNN ورد ارزیابی قرار گرفت که مشاهده گردید، مدل پیشنهادیمختلف م

پایین، استحکام و  SNRخصوص در شرایط درصد و همچنین با حفظ دقت مطلوب به 03/71بندی با دقت کلی دسته

یادگیری  فراینددهنده اثربخشی ترکیب معیارهای کیفیت سیگنال در گیرد. این تحقیق نشانمی دییتأپایداری مدل مورد 

 کند.د برای کاربردهای پردازش سیگنال در دنیای واقعی تبدیل میاست و آن را به ابزاری مفی

 ال، رادیو شناختیکانولوشن یشبکه عصبخودکار، یادگیری عمیق،  ونیمدولاس صیتشخ ها:کلیدواژه
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 مقدمه

 فیاز ط قیدرک دق م،یسیمتنوع ارتباطات ب یهایدر استانداردها و فناور عیسر شرفتیپ

 ینظام داتیتهد لیتحل ک،یچون جنگ الکترون یموارد یکه برا سازدیم یرا ضرور ییویراد

 وجود،نیاست. باا یاتیح یرنظامیغ یهاطیتداخل در مح ییو شناسا ایپو فیبه ط یو دسترس

 کیتراف یاز حجم بالا یبانیپشت یمتراکم متصل، برا یهادر شبکه فیاستفاده گسترده از ط

منجر  گنالیس فیمشترک و تحر یهامانند تداخل کانال یبه مشکلات م،یسیب یهاستمیدر س

 یهمکارریغ یهایکربندیمعمولاً از پ شرفتهیپ یارتباط یهاستمیس ن،یعلاوه بر ا. شودیم

با استفاده از  ییویراد یهاگنالیکه در آن س کنندیم تفادهاس فیهوشمندانه ط تیریمد یبرا

. شوندیم یکانال کدگذار طیو شرا ستمیس یازهایبر اساس ن ونیمدولاس یهاانواع شکل

است تا بتوانند  یضرور هارندهیگ یبرا یافتیدر یهاگنالیس ونیخودکار نوع مدولاس ییشناسا

را به  ونیمدولاس ییکارآمد شناسا یهاتمیکنند و توسعه الگور افتیدر یدرسترا به گنالیس

 د.کنیم لیافزار تبدشده توسط نرم فیتعر ییویدر ارتباطات راد تیاولو کی

 یکیزیف هیدر لا گنالیس ونیاز دمدولاس شیکه پ (AMC) 1خودکار ونیمدولاس یبنددسته

و ارتباطات قرار  گنالیدر جامعه پردازش س یاندهیقرار دارد، در حال حاضر موردتوجه فزا

 رندهیدر گ یافتیدر یهاگنالیس ونینوع مدولاس یبند، دستهAMC یگرفته است. هدف اصل

 یهوش مصنوع نهیچند کلاسه در زم یریگمیتصم فرایند کی این عملیات است که در واقع

از  توانندیم ون،یازجمله اطلاعات مدولاس ،ییویراد گنالیس یهایژگی. وشودیمحسوب م

آموزش  یبرا ،یژگیمانند استخراج و انتخاب و جیرا یهایژگیو یمهندس یهاروش قیطر

 شوند یینظارت شناسا بدون اینظارت شده  نیماش یریادگی قیاز طر یبنددسته یهامدل

(Pham et al., 2021). 

متفاوت و غالباً نامساعد، مانند نسبت  طیدر شرا هاگنالیس قیدق یبنددسته ،یاصل چالش

ها آن تیریمرسوم اغلب در مد یهاو تداخلات است که روش (SNR) 2نییپا زیبه نو گنالیس

است که  قیعم یریادگیقدرتمند در حوزه  یمطالعه به دنبال توسعه مدل نی. امانندیناموفق م

 
1. Automatic Modulation Classification 

2. Signal to Noise Ratio 
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 SNRاز سطوح  یعیوس فیرا در ط ییویراد یهاگنالیس یهاونیطور مؤثر مدولاسبتواند به

در  خصوصبه را میسیب یارتباط یهاستمیس نانیو اطم ییکارا جه،یکند و در نت یبنددسته

 بخشد.بهبود  یویی شناختیرادهای شبکه

در  یاتیح یامر نقش نیگرفت. ا دهیناد توانیرا نم قیدق ونیمدولاس یبنددسته تیاهم

 یهاستمیس یکل ییبهبود کارا و تیامن شیکاهش تداخل، افزا ف،یاز ط نهیاستفاده به نیتضم

 ون،یخودکار مدولاس یبنددسته ،یشناخت ییویراد یهامثال، در شبکهعنواندارد. به یارتباط

است.  یاتیح فیرفع کمبود ط یکه برا آوردیرا فراهم م ایپو فیبه ط ئنمطم یدسترس

 یریو رهگ ییبه شناسا تواندیم قیدق ونیمدولاس یبنددسته ،ینظام یدر کاربردها نیهمچن

 کمک کند. رمجازیغ یهاانتقال داده

 عیسر تشخیصنهفته است. با  1«کیجنگ الکترون»در  AMCبرجسته  یکاربرد دفاع

 داتیتا تهد دهدیاجازه م ینظام یهاستمیبه س AMCشده،  یریرهگ یهاگنالیس ونیمدولاس

از  AMC ن،یعلاوه بر ا .و مقابله کنند ییجعل را شناسا ای تیپاراز یهابالقوه مانند تلاش

 یارتباط یدر مورد الگوها نشیبا ارائه ب (ISR) 2ییو شناسا ینظارت ،یعملیات اطلاعات

 کند.یم یبانیها پشتآن ییربنایز یهامتخاصم و پروتکل

و  یگذارنبرد را با امکان اشتراک دانیم یارتباط یهاعملکرد شبکه AMC ن،یبر ا علاوه

 فیکه ط ییوهایویژه در سنارامر به نیدهد. ایم شیافزا فیط کپارچهی تیریمد

 یقیتطب ونیامکان مدولاس AMC رایز ؛مهم است اریشدت شلوغ است بسبه یسیالکترومغناط

 تیحفظ قابل نیرا در ع فیو استفاده کارآمد از ط کندیرا فراهم م یکدگذار یهااستراتژی و

 یهاستمیدر س AMC کیاستراتژ تیها بر اهمبرنامه نیا .کندیم نیارتباطات تضم نانیاطم

 یشناخت ییویراد یهاشبکه یبرا یاساس یفناور کیو آن را به  کنندیم دیمدرن تأک یدفاع

 .کنندیم لیتبد یتیو امن ینظام یهادر حوزه

 

 

 
1. Electronic Warfare 

2. intelligence, surveillance and reconnaissance 
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 پژوهشپیشینه . 1

بر  یمبتن یکردهایدر رو شهیاست که ر یغن یاخچهیتار یدارا ونیمدولاس یبنددسته

دارد.  1990در دهه  جیرا گنالیپردازش س یهاو روش هیفرض یهااحتمال، مدل یهاهینظر

بود و در سال  تواراس یاچرخه یهایژگیو هیبود که بر پا یکردیها، روروش نیاز اول یکی

 کردیمدوله استفاده م یهاگنالیس یذات یهاکه از تناوب شد یمعرف 1«گاردنر»توسط  1994

(Gardner, 1994)بود و  یادهیچیپ یهایژگیو یطراح ازمندین ،یروش، با وجود نوآور نی. ا

 .داشت تیحساس گنالیس طیشرا راتییو تغ زینسبت به نو

بردار  یهانیماش رینظ ییهاتمیالگور یمحققان به بررس ن،یماش یریادگی شیدایبا پ

 4«دوبره»عنوان نمونه، پرداختند. به (KNN) 3گانیهمسا نیترکینزد - Kو  (SVM) 2بانیپشت

 AMCکه در  ینیماش یریادگی یهاجامع بر روش ی، مرور2007و همکارانش در سال 

عنوان ها بهدهندهاستفاده از آمارگان مرتبه بالا و تجمع برارائه دادند و  ،اندکاررفتهبه

طور ها هنوز بهروش نیوجود، ا نیبا ا. (Dobre et al., 2007)د کردن دیتأک یدیکل یهایژگیو

 یدارا طیوابسته بودند و در شرا یصورت دستاستخراج شده به یهایژگیبه و یاگسترده

 شدند. روروبه ییهااختلال با چالش

 یهاشبکه»به ارمغان آورد.  AMCرا در  یتوجهتحول قابل (DL) 5«قیعم یریادگی»ظهور 

مهم از  یهایژگیخود در استخراج خودکار و ییتوانا لیبه دل (CNN) 6«کانولوشنال یعصب

 ,.O’Shea et al)اُشی و همکاران ، 2016کردند. در سال  دایپ تیخام محبوب گنالیس یهاداده

 11 یبنددر طبقه متداول رایج یهاکه از روش ندارائه کرد CNNبر  یمبتن کردیرو کی (2016

 تیریمد یرا برا قیعم یریادگی ییها تواناکار آن ؛مختلف بهتر عمل کرد ونینوع مدولاس

 نشان داد.  یواقع یایدن هاییگنالو تنوع س یدگیچیپ

مدل  یجوشمه دیجد روش کی (Zhang & Sabuncu, 2018)و سابونکو  ژانگ 2018در سال 

 
1. Gardner 

2. Support Vector Machines 

3. K-Nearest Neighbors 

4. Dobre 

5. Deep Learning 

6. Convolutional Neural Networks 
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را  (LSTM) 2«حافظه بلندمدت»و  CNNابداع کردند که نقاط قوت  (HDMF) 1ناهمگن قیعم

 هوانگ و همکاران. کندیادغام م یزمان یسر یهادر داده یژگیاستخراج و شیافزا یبرا

(Huang et al., 2020)  و  میتعم شیافزا یها براداده تیتقو یهاروش یبر رو 2020در سال

 کنند،یم یسازهیرا شب یواقع یایدن راتییکه تغ یمصنوع یهانمونه دیاستحکام مدل با تول

و  قیعم یمدل شبکه عصب (Lu et al., 2021)و همکاران  نیز لو 2021د. در سال دنتمرکز کر

. با کردند یمعرف ونیمدولاس یبنددسته یرا برا (CLDR) 3مدت کانولوشنالکوتاه ماندهباقی

 یهاطیدر مح مناسبیبه  CLDR،4«ماندهباقی یهاشبکه»کانولوشن و  یعصب یهاشبکه بیترک

 ییکارا ،یقیتطب یاچرخه یریادگیروش نرخ  کی. قابل ذکر است، ابدییدست م اختلالپر

برای  رشته ادامه داشته است. نیا شرفتیپ یبرا ریاخ مطالعات  دهد.یم شیآموزش را افزا

 یشبکه عصب»بر  یمبتن کردیرو کی (Wang et al., 2023) و همکاران وانگ 2023در سال  مثال

 یهاداده یبا استفاده از ساختار نمودار ذات ون،یمدولاس یبنددسته یبرا (GNN) 5«گراف

ها را ثبت کرد که درون داده دهیچیطور مؤثر روابط پها بهد. روش آندنکر شنهادیپ گنالیس

 شد. زیو استحکام بالاتر در برابر نو یبنددستهدقت منجر به

ر اختلال پُ یهاطیدر مح هاونیمدولاس قیدق یبنددستهچالش  ها،شرفتیپ نیوجود ا با

را تحت  یتوجهاشتباه قابل یبنددسته یهاموجود اغلب نرخ یهاهمچنان ادامه دارد. مدل

 .دهندینشان م SNRسطوح مختلف 

 

 مدل سیستم. 2

 رادیو شناختی. 2-1

 فیاستفاده از ط شیافزا یاست که برا شرفتهیپ میسیارتباطات ب یفناور کی 6«یشناخت ویراد»

 فیط صیتخص ،یشناخت ییویراد یهاستمیشده است. در س یطراح ییویفرکانس راد

 
1. Heterogeneous Deep Model Fusion 

2. Long–Short Term Memory 

3. Convolutional Long Short-Term Deep Neural and Residual Network 

4. Residual Networks 

5. Graph neural network 

6. Cognitive Radio 
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به کاربران بدون  هاستمیس نیا گر،ی. به عبارت دشودیو هوشمندانه انجام م ایصورت پوبه

شده بدون تداخل با کاربران  کم استفاده یتا از باندها دهندی( اجازه مهیمجوز )کاربران ثانو

 لیتحل ط،یبا استفاده از درک مح ایپو قیتطب نی( استفاده کنند. ایمجوز )کاربران اصل یدارا

 .( Ding et al., 2017) شودیانجام م طیاز مح یریادگیانتقال و  یپارامترها

 : (Ding et al., 2017)توان به موارد زیر اشاره کرد می یشناخت ویراد یازجمله کاربردها

 ایاستفاده کم یفیط یکاربران به باندها ی: امکان دسترسایپو فیبه ط یدسترس ❖

 یو از خدمات ارتباط بخشدیرا بهبود م فیط ییکه کارا استفاده بدون تداخلیب

 ؛کندیم یبانیپشت میسیب

و  یقو یارتباط یهاکردن کانال: فراهمیاضطرار یهاو شبکه یعموم تیامن ❖

 ؛موجود یهافیبا استفاده از ط یبحران طیامدادگران در شرا یبرا ریپذانعطاف

 قیها از طرشبکه نیا نانیاطم تیو قابل ییکارا شی: افزامیسیحسگر ب یهاشبکه ❖

 ی؛و صنعت یطینظارت و کنترل مح یهاستمیس یبرا دیمف ف،یط طیبا شرا ایپو قیتطب

دستگاه  یادیاز اتصال تعداد ز یبانیهوشمند: پشت یهاو شبکه ایاش نترنتیا ❖

 و کارآمد. یقیهوشمند با ارتباط تطب یهاو شبکه 1«ایاش نترنتیا»هم در بهمتصل

AMC است.  یشناخت ییویراد یهاستمیدر س یاتیجزء ح کیAMC ییشناسا فرایند 

است. نقش  یارسال گنالیس یاز پارامترها یبدون اطلاع قبل یافتیدر گنالیس ونیطرح مدولاس

AMC کرد انیب ریتوان به شرح زیرا م یشناخت ویدر راد (Ding et al., 2017) : 

 صیتشخ یبرا هاگنالیس ونیطرح مدولاس یی: شناسافیط ییسنجش و شناسا ❖

هوشمندانه  یریگمیاز تداخل و تصم یریجلوگ ف،یاشغال ط یابیو ارز هیکاربران اول

 ؛فیبه ط یدر دسترس

 راتییبا تغ یشناخت یوهایانتقال راد یپارامترها قیمجدد: تطب یکربندیو پ یسازگار ❖

 ؛حفظ ارتباط کارآمد یبرا یکاربران اصل ونیمدولاس

و بدون  تریو ارتباطات قو هاگنالیس ریارتباطات: بهبود تفس نانیاطم تیقابل شیافزا ❖

 
1. Internet of Things 
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 ؛ونیمدولاس قیدق یبندخطا با دسته

 قیدق ییانتقال با شناسا یها و پارامترهاکانال نیتر: انتخاب مناسبفیط یوربهره ❖

 ؛فیاستفاده کارآمد از ط یبرا هاونیمدولاس

 .ونیمدولاس یبندو کاهش منابع تداخل با استفاده از دسته ییکاهش تداخل: شناسا ❖

است که  میسیارتباطات ب یدر فناور یتوجه قابل شرفتیدهنده پنشان یشناخت ویراد

 AMCکند. یرا فراهم م ییویفرکانس راد فیتر از طامکان استفاده کارآمدتر و هوشمندانه

و کاهش تداخل در  ییکارا نان،یاطم تیقابل ،یسازگار ف،یدر بهبود سنجش ط ینقش مهم

 ایپو یهاطیدر مح هاستمیس نیا ریپذبه کارکرد مستقل و انعطاف و دارد یشناخت یوهایراد

 .کندیو متنوع کمک م

 

 مدل سیستم. 2-2

متشکل مشخص شده است  (،1) طور که در شکلهمان AMCبر  یمبتن میسیب یارتباط ستمیس

 .است گنالیس رندهیگ و یکانال ارسال گنال،یاز فرستنده س

 
 پیشنهادی AMCسیم بر اساس سیستم ارتباطی بی :1شکل 

 خواهد بود: ریصورت زبه گنالیس رندهیدر گ r(t) یافتیدر گنالیرابطه س

(1) r(t) = g[s(t)] ∗ h(t) + n(t) 

.]g ونیابتدا توسط تابع مدولاس s(t) یورود گنالیس  لیتبد g[s(t)]مدوله  گنالیه سب  [

 زینو» زین n(t). شودیمنتقل م رندهیبه گ h(t) یکانال ارتباط قیپس از آن از طر و شده

 در نهایتو  شودیاز کانال جمع م یارسال گنالیاست که با س 1«یگوس دیشونده سفجمع

 
1. Additive White Gaussian Noise 



 
 4140 پاییز ♦ 27پیاپی  ♦ 3شماره  ♦ 8سال                                                                                                               18

آماد و فناوری  
  دفاعی

 .شودیم لیتشک r(t) یافتیدر گنالیس

خواهد بود  نیسیرا یانتخاب رهیچندمس یکانال با محوشدگ کی ،زین h(t) یکانال ارتباط

 است: ریکه به مشخصه ز

(2) h(t) = √K ∙ ej∅ ∙ δ(t − τLOS) +∑αi

L

1

∙ ej∅i ∙ p(t − τi) 

فاز  ∅(، به توان پراکنده 1«میمستقدید  توان»نسبت ام رایسین ) Kعامل  K ،در این معادله

فاز مؤلفه  i∅،ام (i) رهیبهره مختلط مؤلفه چند مس LOS،αi ،مؤلفه ریأخت  LOS،τLOS ،مؤلفه

 .دندهیرا نشان م یریچند مس یشکل پالس اجزا p(t) و ام (i) یریچند مس

و  صیتشخ نیب یانیم فرایند کیعنوان به r(t) ،AMCی افتیدر ییویراد گنالیس یبرا

 ،یافتیدر یهاگنالیس ونیمدولاس یالگو ینیبشی. هدف پکندیعمل م رندهیدر گ ونیدمدولاس

.]g تابع یعنی از  s̃(t)هدمدوله شد گنالیس یابیباز یبرا ونیو سپس ارائه اطلاعات مدولاس [

مسئله  کیعنوان به توانیرا م AMC فهیظو گرید انیاست. به ب r(t) یافتیدر گنالیس

باند  دهیچیپ یزمان یهاتوالی ها،یکه ورود ییجا ؛کرد یتلق نیماش یریادگیبندی در دسته

 ها هستند.به آن بوطمر ونیمدولاس یالگوها ها،یو خروج یافتیدر ییویراد یهاگنالیس هیپا

 

 مورد استفاده مجموعه داده. 2-3

. این ( Shea & West, 2016)است  RadioML2016.10a مجموعه دادهشده، استفاده مجموعه داده

با  2«گنو ویراد»از  است که با استفاده یارتباط یهاگنالیاز س ایمجموعه کیمجموعه داده 

 مشخص است. (،1)در ادامه و در جدول  مجموعه دادهمشخصات این اند. دقت ساخته شده

 RadioML2016.10a مجموعه دادهمشخصات : 1جدول 

 11 هاتعداد مدولاسیون

 ,BPSK, QPSK, 8-PSK, 16QAM, 64QAM, 4PAM های مدولاسیونشکل

GFSK, CPFSK, WBFM, AM-SSB, AM-DSB 

 مختلط نمونه 128 طول سیگنال

 
1. Line Of Sight 

2. GNU Radio 
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 -SNR dB 20 :2 :20محدوده 

 165000 هاتعداد کل سیگنال

مشخصات کانال 

 ارسالی

 1یانتخاب یریچند مس شدگیمحو

 2نرخ نمونه انحراف

 3یفرکانس مرکز انحراف

 سفید گوسی شوندهجمعنویز 

که هر طوریهستند. به IQصورت نمونه و به 128به طول  مجموعه دادهها در این سیگنال

صورت به ،مجموعه دادهام در  nسیگنال  Xn( است. فرم نمایشی2 و 128سیگنال دارای ابعاد )

 زیر خواهد بود:

(3) Xn = [
xI.0 xI.1 …
xQ.0 xQ.1 …

xI.S−1
xQ.S−1

] 

های هر یک از ها است. همچنین نوع مدولاسیوندهنده تعداد نمونهنشان S ،رابطه نیا در

 اند:( مشخص شده1 و 165000ها نیز در یک آرایه به ابعاد )سیگنال

(4) Y = [y0
1 y1

2 … yN−1
C ] 

 Nو  دهدیمرا نشان  مجموعه دادههای موجود در تعداد کل مدولاسیون C ،رابطه نیا در

 کند.های موجود را مشخص مینیز تعداد کل سیگنال

برای  %15برای آموزش،  %70، مجموعه دادههای موجود در از کل تعداد سیگنال

 اند.نیز برای ارزیابی استفاده شده %15اعتبارسنجی و 

 

 مدل پیشنهادی .3

 شبکه عصبی کانولوشنال. 3-1

الگوها و حل  صیتشخ یبرا یمحاسبات یهاانسان، مدلگرفته از مغز الهام ،یعصب یهاشبکه

 یها براشبکه نیاز ا یتخصص ینوع ،کانولوشنال یعصب یهاهستند. شبکه دهیچیمسائل پ

 
1. Selective Multipath Rician Fading 

2. Sample Rate Offset 

3. Center Frequency Offset 



 
 4140 پاییز ♦ 27پیاپی  ♦ 3شماره  ♦ 8سال                                                                                                               20

آماد و فناوری  
  دفاعی

شامل سه  CNN ساختارهستند.  ها،گنالیو س ریمانند تصاو افته،یساختار یهاپردازش داده

. ( استیکاهش یبردارو ادغام )نمونه یرخطیغ یسازکانولوشن، تابع فعال یدیعنصر کل

 :( Pham et al., 2021) عبارتند از CNN یهاتیمز

 ییکارا شیافزا یبرا یتر از ورودکوچک یهاتعاملات پراکنده: استفاده از هسته ❖

 ی؛و عملکرد آمار یسازرهیذخ

 ی؛ژگینقشه و دیتول یبرا یپارامتر: اعمال هسته بر کل ورود یگذاراشتراک ❖

ها را  CNNکانولوشن و ادغام،  اتی: عملیورود یهانسبت به ترجمه یریرناپذییتغ ❖

 ؛رساندیم یژگیو نیبه ا

 .یاستخراج اطلاعات ضرور یسطح بالا: برا یهایژگیاستخراج خودکار و ❖

سنجش اختلاف  یاز تابع زیان برا یکانولوشن یعصب یهاآموزش، شبکه فراینددر طول 

مسائل  یبرا جی. تابع زیان راکنندیاستفاده م حیصح یهاخود و برچسب یهاینیبشیپ نیب

 :(Ian Goodfellow, 2016)رابطه آن به شرح زیر است است که  1«طعمتقا یآنتروپ» ،بندیدسته

(5) Categorical CrossEntropy = −∑yi log(ŷi)

N

i=1

 

 ی مدل است.هاینیبشیپنیز  ŷi های صحیح وبرابر با برچسب yiن که در آ

 

 ساختار مدل پیشنهادی. 3-2

«SQACNN»ی شنهادیپ مدل
 یبرا کیساخته شده است که هر  یکانولوشن هیلا نیبا چند 2

 (،2)این معماری در جدول اند. شده یطراح یورود یهاگنالیمهم از س یهایژگیاستخراج و

کانولوشن های لایه» :از ندهای استفاده شده در این مدل عبارتقابل مشاهده است. لایه

 «متصل کاملاًهای لایه»، «یادسته یسازنرمالهای لایه»، «یعدبُکیادغام  یهاهیلا»، «یعدبُکی

 .«لایه حذف تصادفی»و 

 
1. Cross-Entropy 

2. Signal Quality-Adaptive Convolutional Neural Network 
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 یهااغلب در مدل شده که استفاده (Conv1D) یعدبُکیکانولوشن های در این مدل از لایه

و متون به کار  یصوت یهاگنالیس ،یزمان یهایمانند سر یتوال یهاداده یبرا قیعم یریادگی

 .(Ian Goodfellow, 2016) روندیم

ها به هستند. آن یکانولوشن یعصب یهاشبکه یدر معمار یاتیح یادغام، اجزا یهاهیلا

را حفظ  یورود یهامهم داده یهایژگیو نکهیضمن ا کنند،یکمک م ییکاهش ابعاد فضا

 .(Ian Goodfellow, 2016) ندینمایم

 نیاست. ا یاتیو کارآمد ح داریآموزش پا یبرا یادسته یسازنرمالهای استفاده از لایه

 واحد است. انسیصفر و وار نیانگیبه م دنیرس یبرا هایژگیو یبنداسیشامل مق فرایند

که  کندیکمک م هاانیانفجار گراد ای شدن دیاز مشکلات ناپد یریبه جلوگ یسازنرمال

 .(Ioffe & Szegedy, 2015) در طول آموزش شود ییمانع از همگرا تواندیم

متصل  یفعل هیبه هر نورون در لا یقبل هیملاً متصل، هر نورون )واحد( را از لاکا هیلا

 یخروج یژگیبه هر و یورود یژگیاست که در آن هر و هینوع لا نیترساده نیا .کندیم

 .کندیکمک م

 معماری مدل پیشنهادی ساختار :2جدول

 پارامترها اندازه خروجی هالایه

 - 2×128 ورودی

 192 2×125×64 1عدی بُکانولوشون یک

 - - یاساز دستهنرمال

 192 2×124×64 2عدی بُکانولوشون یک

 - - یاساز دستهنرمال

 - 2×62×64 1عدی بُادغام حداکثری یک

 73856 2×61×128 3عدی بُکانولوشون یک

 - - یاساز دستهنرمال

 73856 1×60×128 4عدی بُکانولوشون یک

 - - یاساز دستهنرمال

 - 1×30×128 2عدی بُادغام حداکثری یک

 295168 1×29×256 5عدی بُکانولوشون یک



 
 4140 پاییز ♦ 27پیاپی  ♦ 3شماره  ♦ 8سال                                                                                                               22

آماد و فناوری  
  دفاعی

 

 

 

 

 

 

 

 

 

 

 

 

برازش  شیکه از ب کندیعمل م یسازنوع منظم کیعنوان به نیز 1«حذف تصادفی»های لایه

 یهایاز خروج یبخش یصورت تصادفطول آموزش، حذف تصادفی به در .کندیم یریجلوگ

 .(Srivastava et al., 2014) (کندیها را حذف م)آن کندیفر مصها را نورون

 

 آموزش مدل پیشنهادی. 3-3

پردازشی لازم پیش اتیعملسازی و انجام پس از آماده مجموعه دادههای موجود در سیگنال

یی آماده ورود به مدل برای آموزش تا 64ی هادستهدر  قرار دادن، 2سازی، بُر زدنهمانند نرمال

 نمایان است. (،2)خواهند بود. طرح کلی آموزش مدل در شکل 

 
1. Dropout 

2. Shuffle 

 پارامترها اندازه خروجی هالایه

 - - یاساز دستهنرمال

 295168 1×28×256 6عدی بُکانولوشون یک

 - - یاساز دستهنرمال

 - 1×14×256 3عدی بُادغام حداکثری یک

 1180170 1×13×512 7عدی بُکانولوشون یک

 - - یاساز دستهنرمال

 - 1×512 عدیبُادغام میانگین سراسری یک

 - - (4/0حذف تصادفی )

 131328 1×256 1 کاملاً متصل

 32896 1×128 2 کاملاً متصل

 8256 1×64 3 کاملاً متصل

 715 1×11 خروجی

 1819363 - تعداد کل مقادیر
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 آموزش مدل پیشنهادی فرایند :2شکل 

برای دستیابی به تابع زیان )ضرر( تطبیقی مورد نظر، لازم است که سه تابع برای محاسبه 

ها و نحوه و کارایی آن SNR»3م یتنظ»و  2«یژگیو یفشردگ»، 1«گنالیپخش سضرایب »

شود. در این بخش، برای نوشتن توابع از مرجع شان در تابع زیان پرداخته میکارگیریبه

(Zheng et al., 2023)  شده است گرفتهالهام. 

 

 SNR میتنظ بیضر. 3-3-1

:D مجموعه دادهدر  {(xn. yn)}n=1
Nکنیم به تعداد، فرض میN+  نمونه با نرخSNR تر از بزرگ

snبه عبارتی γآستانه  > γ نیز به تعداد وN−  نمونه با نرخSNR تر از آستانه کمγ به عبارتیsn <

γ  داریم که مجموع این دو برابر باN  .انحراف نیانگیعنوان مبه توانیآستانه را ماست SNR 

 :(Zheng et al., 2023) است ریکرد که محاسبه آن به شکل ز فیها تعرتمام نمونه

(6) γ =
1

N
∑sn + ϵ

N

n=1

 

آن را  یصورت دستبه توانیانحراف آستانه است که م یبرا بیضر کی 𝜖که در آن 

 کرد. میتنظ

 −Mو +Mصورتیک دسته کوچک بهدر  یمثبت و منف یهاطور مشابه، تعداد نمونهبه

، Dtهی شده دردِتابع زیان وزن صورت نیااست. در  Mبرابر ها که مجموع آن شودیفرض م

 :(Zheng et al., 2023)، برابر است با مجموعه دادهام  tدسته 

(7) L̃(x. y) = ηf(L(x. y)) 

 
1. Signal Spreading Factor 

2. Feature Compression Factor 

3. SNR-Adjustment Factor 
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.L(xکه  y) ( و7-3تابع زیان آنتروپی متقاطع ذکر شده در معادله )ηf میتنظ بیضر SNR ،

 :(Zheng et al., 2023)به شرح زیر است 

(8) ηf =

{
 
 

 
 
1 +√

M−

M+

. SNR > γ

1 + √
M+

M−

. SNR ≤ γ

 

 Dtدر ،SNR میتنظ بیضر هستند، گریکدیمستقل از  یافتیدر یهاگنالیس نکهیبا فرض ا

 :(Zheng et al., 2023) کندیرا برآورده م ریز عیدوگانه است که توز ریمتغ کی

(9) ηf ~

{
 
 

 
 
1 +√

M−

M+

. Prob =
M+

M

1 +√
M+

M−

. Prob =
M−

M

 

متفاوت  یها SNR یدارا دسته کوچک کیها در که نمونه یگرفت که زمان جهینت توانیم

و  زیانتابع  جهیاست و در نت کیاز  شیمثبت ب یهانمونه یبرا SNR میتنظ بیهستند، ضر

کمتر  یمنف یهانمونه یبرا SNR میتنظ بی. در مقابل، ضرشودیم تیها تقوآن انیجهت گراد

تا  شودیامر باعث م نی. اشودیم فیها تضعآن انیو جهت گراد زیاناست و تابع  کیاز 

 یریگمیو به تصم ابدی شیمختلف افزا یها SNRبا  یهاگنالیس یبرا یکلاس نیفاصله ب

 یتر درون کلاسفشرده یهانمونه همچنین با ایجاد منجر شود. یشتریب یریپذمیو تعم یقیتطب

 لیدر تشک هاتیامر به کاهش محدود نیکه ا کنندیکمک م یکلاس نیفاصله ب شیبه افزا

 .شودیمنجر م قیعم یریادگی یهادر مدل یریگمیتصم یمرزها

 گنالیپخش س بیضر. 3-3-2

ها محاسبه آن نیانگیدسته بر اساس م کیها را در نمونه راتییتغ ،تابع ضریب پخش سیگنال

 .رودیدسته به کار م کیها در داده یکل یپراکندگ ایگسترش  زانیم دنیفهم یبرا نی. اکندیم

 رابطه آن به شکل زیر خواهد بود:
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(10) Fs = 𝔼 [(√∑ (Xi − μ)
2

M

i=1
− 𝔼[√∑ (Xi − μ)

2
M

i=1
])

2

] 

به شرح  μنیز بیانگر میانگین دسته است. رابطه  μام در دسته و -iبیانگر نمونه  Xiکه در آن

 :خواهد بودزیر 

(11) μ =
1

N
∑Xi

N

i=1

 

 نیاست. ا نیانگیها از مداده یپراکندگ یریگاندازه یبرا یاریمع ،ضریب پخش سیگنال

نوبه خود بر به تواندیمهم باشد که م مجموعه داده کیدر  یتنوع کل دنیفهم یبرا تواندیم

است  شتریبا تنوع ب یادهنده مجموعه دادهبالاتر، نشان ییبگذارد. واگرا ریتأث یریادگی فرایند

 بهتر مدل کمک کند. میتواند به تعمیکه م

 

 یژگیو یفشردگ بیضر. 3-3-3

را  نشانیانگیها از مانحرافات نمونه انسیکووار سیهنجار ماتر ،یژگیو یفشردگ بیضرتابع 

ها فراهم ابعاد داده انیو روابط م یدرباره ساختار داخل ینشیاطلاعات ب نی. اکندیمحاسبه م

 :(Zheng et al., 2023)رابطه آن برابر است با  ؛آوردیم

(12) Fc = ‖ψ‖ 

 :(Zheng et al., 2023)به رابطه زیر است ها انحرافات نمونه انسیکووار سیماتر ψکه 

(13) ψ =
1

M
∑(Xi − μ)

M

i=1

(Xi − μ)
T 

.‖و   :(Zheng et al., 2023) استبه رابطه زیر  1«وسیفروبن رمن»نیز بیانگر  ‖

(14) Fc = ‖ψ‖ = √∑ ∑ [ψ(i. j)]2
2

j=1

S

i=1
 

 
1. Frobenius Norm 
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ها را ابعاد مختلف داده نیمتقابل ب یهمبستگ ای انسیکووار ،یژگیو یفشردگ بیضر

در بهبود  تواندیکه م کندیها کمک مداده انیم همبستگی داخلیامر به فهم  نی. اسنجدیم

 .است یاتیها، حداده نیریز یاز ضبط مؤثر ساختارها نانیاطم قیها از طرعملکرد مدل

 تیفیتنوع و ک یکه برا روندیبه کار م یسفارش انیتابع ز کیدر قالب  سه تابع نیا

به  ل و فشردگی ویژگیضرایب پخش سیگنا. کنندیکمک م یریادگی فرایندها، به بهبود داده

 SNR میتنظضریب  کهیدرحال کند،یها کمک مآن یها و ساختار درونفهم بهتر گسترش داده

 دهندیم نانیاجزا در کنار هم اطم نی. اشودیم میتنظ گنالیس تیفیبر اساس ک ایصورت پوبه

 .دهندیم شیآن را افزا میتعم ییکند و هم دقت و هم توانا یریادگیمتوازن  یکه مدل به شکل

 

 یقیتطب انیتابع ز. 3-3-4

آموزش،  فراینددر طول  در هر دسته کوچک ضرایب پخش سیگنال و فشردگیاعمال  یبرا

 شود:از متغیر تنظیمی زیر استفاده می ز،یاطلاعات متما تیتقو یبرا

(15) r = τ1
1 − e

−τ2
Fc
Fs

1 + e
−τ2

Fc
Fs

 

ها در نمونه عیها و توزیژگیاست که به و پیشینی میتنظ بینشان دهنده ضر τ1آنکه در 

صورت به یی هستند کهو نما یخط بیضرا بیبه ترت τ2و τ1دارد. یبستگدسته کوچک هر 

 شوند.یم میتنظ یدست

 تابع زیان تطبیقی، به شرح زیر خواهد بود: در نهایت

(16) L̂ = r ∙ L̃(x. y) = r ∙ ηf ∙ (L(x. y)) = φ ∙ L(x. y) 

همان ضریب تطبیقی است که در نهایت به یک تابع زیان رایج و  φکه در آن 

 شود تا بتوان به نتایج حاصله رسید.اضافه می شدهیسفارشریغ

 نیاست، رابطه ب 2به  1 دسته کوچک کیدر  یمثبت به منف یهانسبت نمونه کهیهنگام

Fcواگرایی نسبت  ،تطبیقی بیضر

Fs
نشان داده شده  3 شماره در شکل τ2و τ1بیو دو ضر 

آستانه اشباع  τ2که درحالی است، هابیبر ش زیاطلاعات متما ریکننده تأثکنترل τ1. است
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شود، یم ازحدشیب بیبزرگ منجر به ش یلیخ τ1ک یکند. یم نییرا تع زیاطلاعات متما

باعث نیز کوچک  یلیخ τ2ک یآموزش داد.  داریطور پاتوان بهیکه شبکه را نم یطوربه

بگذارد.  ریمدل تأث آموزشبر سرعت  جهیو در نت ابدیشدت کاهش به انیشود که گرادیم

 ریتأث ینیشیپ میندرت بر عامل تنظآن به راتییکند، تغیتجاوز م 7 عدد از τ2که یهنگام

 گذارد.یم

در که  کندیم بیترک یاضاف طیاستاندارد را با شرا یبنددسته انیتابع ز ،یقیتطب انیتابع ز

 فرایندبه  نی. اردیگیرا در نظر م گنالیس تیفیو ک یها، ساختار داخلداده یپراکندگآن تابع، 

 شیمدل را افزا میتعم ییو دقت و توانا شدخواهد منجر  یتریتر و قومتعادل یریادگی

 .دهدیم

 

 ییو نما یخط بیو ضرا یینسبت واگرا ،یقیتطب بیضر نیرابطه ب: 3شکل 

 

 

 ارزیابی مدل پیشنهادی. 4

که  مشخص شوند 1«هایپرپارامتر»آموزش مدل، در ابتدا لازم است تا مقادیر  فرایندبرای طی 

 معلوم هستند. (،3)در جدول 

 
1. Hyperparameter 
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 آموزش فراینددر طول  پرپارامترهایها ریمقاد :3جدول 

 α° 01/0یادگیری اولیهنرخ 

 M 64اندازه دسته 

 0005/0 1نرخ تنزل وزن

 𝜖 2 انحراف آستانهضریب 

 τ1 9/0یخطضریب 

 τ2 6یینما ضریب

 

نظر ابتدا به اصطلاح  های اولیه، مدل با مشخصات ذکر شده در حلقه مدهیپس از مقداردِ

شود و سپس با محاسبه خروجی و مقدار زیان با استفاده از تابع زیان تطبیقی، خور میپیش

ساز، ای گرفته و با توجه به روش بهینهی در شبکه، مشتق زنجیرهریادگیقابل های از وزن

 نیاما ا ؛رسدیبه نظر م دهیچیپ یکل فرایندهرچند که . گرددیمها اعمال تغییرات در وزن

 آموزش شبکه قابل اجرا است. فراینددر  یبه راحت ان،یدادن تابع ز رییتوابع با تغ

 

 یقیتطب انیمدل با استفاده از تابع ز یآموزش فرایند تمیالگور: 4لجدو
Input: training set 𝐷: {(𝑥𝑛. 𝑦𝑛)}𝑛=1

𝑁 . 

Initialization : parameters 𝜃°, learning rate 𝛼°, batch size M, SNR 

threshold 𝛾, linear and exponential coefficients 𝜏1, 𝜏2. 

Training Loop : 

1: for each epoch: 

2:     update the learning rate in Eq. (1-5); 

3:     for each mini-batch of training data 𝐷𝑡 = {𝑥1.  𝑥2 .  ⋯ .  𝑥𝑀} ⊆ 𝐷: 

4:         compute 𝐹𝑠 in Eq. (10); 

5:         compute 𝐹𝐶 in Eq. (14); 

6:         perform forward-propagation through the model;  

7:         compute 𝐿̂ in Eq. (16-4); 

8:         compute gradients;  

9:         update model weights 𝜃𝑡+1; 

Output: the trained deep learning model (M).  

 

 
1. Weight Decay Rate 
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 i7 2.9های برای آموزش و آزمایش این مدل متشکل از دستگاه استفاده موردافزار سخت

GHz CPU ،32 GB RAM  وNVIDIA GeForce RTX 3090 GPU  هستند. در ادامه نتایج

 مورد بررسی قرار خواهند گرفت. آمدهدستبه

 

 ونیمدولاس یبندعملکرد دسته. 4-1

با  CNNمدل  یبرا یسازنهیبه یهایابتدا به ارائه منحن دهد،ینشان م (،4)طور که شکل همان

تابع زیان تطبیقی، که در حقیقت از تابع زیان و بدون استفاده از تابع زیان تطبیقی استفاده از 

تابع که  شودی. ملاحظه م، پرداخته شده استشده استاستاندارد آنتروپی متقاطع استفاده 

شود که مشاهده می ن،یمدل دارد. علاوه بر ا ییسرعت همگرا زیادی بر ریتأثزیان تطبیقی 

با  ییهاگنالیها شامل سجموعه دادهم نکهیبا وجود ا ابد،ییم ییهمگرا داریبه حالت پامدل 

 هستند. SNRمتفاوت  یهادامنه

 

 

 تابع زیان تطبیقی با/بدون  CNNل مد یسازنهیبه یهایمنحن: 4شکل

 آموزش و اعتبارسنجی مجموعه دادهبرای دو 

و تست گزارش  یو دقت مدل در مراحل آموزش، اعتبارسنج AMCتلفات  (،5) در جدول

ی در مدل قیتطب انیاستفاده از تابع ز اب یبندکه دقت دسته شودیشده است. مشاهده م
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 یبنداز دقت دسته شتریب درصد 12/2 زانیشده است که به م درصد 83/70برابر با  پیشنهادی

شکاف دقت همچنین است.  درصد 71/68استاندارد  انیبا استفاده از تابع ز CNNدر مدل 

منجر  میتعم یکه به کاهش خطاها افتهی کاهش زین شیو آزما یاعتبارسنج یهامجموعه نیب

 .شودیم

 هر دو مدل یمختلف برا یهامجموعه داده یتلفات و دقت برا سهیمقا :5جدول

 مدل

 بندی بر حسب درصددقت دسته تلفات

مجموعه 

 آموزشی

مجموعه 

 اعتبارسنجی

مجموعه 

 ارزیابی

مجموعه 

 آموزشی

مجموعه 

 اعتبارسنجی

مجموعه 

 ارزیابی

CNN  تابع زیان تطبیقی با
(SQACNN) 

4940 /0 8387 /0 8412 /0 30 /79 99 /70 03 /71 

CNN 68/ 71 69/ 02 74/ 27 0/ 9037 0/ 9049 0/ 6741 تابع زیان تطبیقی بدون 

 

 CNN( و SQACNN) یقیتطب انیبا تابع ز CNNدو مدل  یبنددقت دسته زین (،5) در شکل

اند. شده داده شیمختلف نما یها SNR( در طول Standard CNN) یقیتطب انیبدون تابع ز

در  یریتوانسته است تا موجب بهبود چشمگ SQACNNطور که مشخص است مدل همان

 نیکه در کمترطوریشود. به نییپا یها SNRبا  ییهاطیخصوص در محبه ،یبنددقت دسته

SNR ( ممکن برابر باdB 20-)،  شده است درصد 68/13بهبود. 

 
 : 5شکل 

 مختلف یها SNRدر طول  Standard CNNو  SQANNبرای هر دو مدل بندی مقایسه دقت دسته
 



                  31                                                                         فر و همکاران  اعتضادی ♦ های رادیویی شناختییافته برای شبکهتعمیمتشخیص مدولاسیون خودکار 

مدل  یختگیردرهم سی(، ماتر-20و  -10، 0، 18مختلف ) SNR نیگرفتن چند نظر با در

نشان  (،6) مختلف در شکل ونیمدولاس یهاطرح یبنددقت دسته یبررس یرا برا پیشنهادی

با خطا  ونیمدولاس عاز انوا یاریبس یبندمدل در دسته نی، ا-dB 20 برابر با SNR. در میدهیم

 یهایامر دشوار نیاست، که ا فیضع SNR نییمواجه است. عملکرد آن در سطوح پا

 ونیهرچند که در مدولاس دهد؛یپراختلال را نشان م طیدر شرا ونیانواع مدولاس صیتشخ

AM-SSB  عبرسد. مشخص است که مدل با استفاده از تاب %50 یبالا صیتشخبه توانسته 

 -dB10به  SNR شیدر مقاومت کند. با افزا زینو راتیدر برابر تأث تواندیم یقیتطب انیز

است. هرچند همچنان  افتهی شیافزا درصد 25/20و دقت  دابییم یریعملکرد بهبود چشمگ

کمک  زیبه کاهش نو SNR شیاما افزا شود؛یمشابه مشاهده م ونیانواع مدولاس نیب یسردرگم

طور قابل دقت به dB 0 برابر با SNR. در شودیمنجر م ترقیدق یبندبه دسته جهیکرده و در نت

از خود نشان  یخوب اریکرده است و مدل عملکرد بسعبور  %86و از  افتهی شیافزا یتوجه

داده  صیختش یدرستاشتباه به یبندجز چند مورد دستهبه ونی. اکثر انواع مدولاسدهدیم

 .رسدیم %90به حدود  جیتدربه یبند، دقت دستهSNR شی. با افزاشوندیم
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 SQANN پیشنهادیمدل ریختگی ماتریس درهم :6شکل 

64QAM ،1و  16QAMمانند  هاونیمدولاساز  یبالاتر، برخ SNR در
WBFM  2و

DSB-AM 

 64QAM توسط 16QAM یکه نقاط صورت فلکچرا. شوندیم یبنداشتباه دستههنوز به

است، دشوار  16QAMاز  یخاص یهاتیب یکه حاو 64QAM صیتشخ شود،یپوشانده م

آنالوگ  یصوت یهاگنالیستوان گفت که هم می AM-DSB و WBFMی بنددسته بارهاست. در

ها دشوار است. آن ییحامل هستند، شناسا یهادارند و تنها با زنگ یخاموش یهاکه دوره

رفتن  دست منجر به از یافتیدر یهاگنالی( سنقطه 128) یبردارتعداد کم نقاط نمونهالبته 

کرده  زیبرانگمدل چالش یرا برا ونیسو طرح مدولا گنالیس نیرابطه ب جادیاطلاعات شده و ا

 است.

 

 
1. Wide Band Frequency Modulation 

2. Amplitude Modulation Double Side Band 
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 AMC شرفتهیپ یهاروش گریبا د سهیمقا. 4-2

در  شرفتهیپ یهاروشدیگر با  یاسهیمقا (،6) جدول مدل پیشنهادی، یاثبات برتر یبرا

 شودزیر می یهاروش شامل سهیمقا نی. اکندیارائه م RadioML2016.10a مجموعه داده

CNN–LSTM+priori regularization (Zheng et al., 2023)، SCNN (Zeng et al., 2019) ،LSTM 

 & IQFOC-LSTM (Zhang، (Wu et al., 2018) 2یبیکتر LSTM، (Sang & Li, 2018) 1ساده

Sabuncu, 2018b) ،CM-CNN (Yashashwi et al., 2018) ،SVM (Yang et al., 2016)، نیهمچن 

DNN (Xie et al., 2019) ، بر اساس  .کنندیاستفاده م 3«مرتبه بالا یتجمع یهایژگیو»که از

مختلف ارائه شده است،  یها SNRتحت  یاصل هایبندی مدل که در مقالهدقت دسته یمنحن

 است. دهیجدول خلاصه گرداین در  یاسهیمقا یهابندی برآورد شده روشدقت دسته

ها SNR اغلب دربندی در دسته ییدقت بالا پیشنهادی که مدل دهدمینشان  سهیمقا جینتا

 یهاطیدهنده استحکام آن در محنشان نیکه ا ستا پایین را دارا SNRخصوص در شرایط به

طور به SQACNNاما  ؛ابدییها بهبود م، عملکرد همه مدلSNR شیاختلال است. با افزارپُ

طور مؤثر از تواند بهیم SQACNNدهد که ینشان م نیا ؛کندیرا حفظ م یمداوم دقت بالاتر

 بالاتر استفاده کند. یها SNRموجود در  ،گنالیس یاطلاعات اضاف

 

 مختلف یهادر روش ونیمدولاس یبنددقت دسته سهیمقا: 6جدول

 
1. Naive LSTM 

2. Hybrid LSTM 

3. High-Order Cumulant Feature 

های روش
AMC 

 های مختلف بر حسب درصد SNRبندی در طول دقت دسته

20-

dB 

16- 

dB 

12- 

dB 
8-dB 

4- 

dB 

0 

dB 

4 

dB 

8 

dB 

12  

dB 

16 

dB 
 میانگین

SCNN 10~ 10~ 20~ 36~ 60~ 80~ 82~ 92~ 90~ 88~ 8/56 

Naive 
LSTM 

10~ 10~ 14~ 36~ 74~ 87~ 90~ 91~ 91~ 90~ 3/59 

Hybrid 

LSTM 
10~ 10~ 14~ 30~ 64~ 80~ 83~ 82~ 82~ 82~ 7/53 

LSTM-
IQFOC 

12~ 12~ 20~ 42~ 71~ 84~ 85~ 86~ 86~ 87~ 6/58 
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دقت را  نیانگیم ده،یدآموزش یقیتطب انیکه با استفاده از تابع ز SQACNNها، آن انیدر م

درصد کسب  03/71را با  یبنددقت دسته نیانگیم نیداده و بالاتر شیدرصد افزا 7 باًیتقر

را در  یبندعملکرد دسته نیبرتر SQACNNطور متوسط، که به دهدینشان م نیکرده است. ا

که  گرید یهااز مدل یبرخلاف برخ SQACNN نی. همچندهدیارائه م زیوسطوح مختلف ن

 SNRرا در تمام سطوح  یبهبود عملکرد ثابت دهند،یدر عملکرد نشان م ینوسانات قابل توجه

 .دهدینشان م

، در AMC یهامدل ریبا سا سهیدر مقا SQACNNکه مدل  دهدیوضوح نشان مبه جدول

و  SNR نییپا طیدارد. مقاومت آن در شرا یعملکرد بهتر SNRاز سطوح  یعیوس فیط

 یبنددسته یآن را برا یریو اعتمادپذ یبالا، اثربخش SNRبا  یهاطیدر مح یعملکرد قو

کرده  تیرا تقو SQACNNمدل  یمتوسط بالاتر، برتر دقت. کندیم زیخودکار متما ونیمدولاس

 لیتبد گنالیمختلف س طیدر شرا AMC فیانجام وظا یتر برامطلوب یانهیو آن را به گز

 .کندیم

 شیها، افزابهبود برازش داده یبرا CNNو  CMمانند  یمتعدد یهامدل بیبا وجود ترک

 بیبر ترک یمبتن یها. روششودیمنجر نم یبندبه بهبود دقت دسته شهیتعداد پارامترها هم

 درصد 4/53را دارند، مثلاً  یبنددقت دسته نیکمتر کنندهیبندو دسته یژگیاستخراج و

(SVM و )درصد 0/55 (DNNو .)مثل  یعوامل ریتحت تأث یسادگبه جیرا یهایژگی

 ونیمدولاس یالگو قیدق فیکه توص رندیگیقرار م هیو اثر سا یریچند مس یمحوشدگ

معمولاً سقف عملکرد  یدست یهایژگی. وکندیرا دشوار م یافتیدر یهاگنالیس

CM-
CNN 

9~ 10~ 18~ 38~ 64~ 86~ 88~ 89~ 90~ 88~ 0/58 

SVM 9~ 10~ 14~ 32~ 62~ 78~ 81~ 83~ 83~ 82~ 4/53 

DNN-

cumulant 
10~ 11~ 15~ 34~ 65~ 76~ 82~ 83~ 86~ 87~ 0/55 

CNN-
LSTM+p

riori 

regulariz
ation 

15~ 16~ 24~ 47~ 78~ 89~ 92~ 93~ 94~ 94~ 2/64 

SQACN

N 
66/33 18/37 67/44 51/62 11/78 82/86 78/87 23/89 01/89 42/88 03/71 
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 انیاز تابع ز ستفادهبا ا قیعم یریادگی یهامدل کهیدرحال ؛کنندیم نییرا تع کنندهیبنددسته

 طور کامل استخراج کنند.را به هاگنالیاطلاعات س توانندیم یقیتطب

 

 شدهاضافه زینو یهامدل با داده یابیارز. 4-3

. شوندیم افتیدر زیرشته نو کیبه همراه  هاگنالیس ،یواقع یایکه در دن شودیفرض گرفته م

موجود در مجموعه داده تست  یهاگنالیس یبر رو زیرشته نو کیتا  شودیم یسع رونیااز

 امتحان شود. زیها نداده نیا یرا بر رو دهیاضافه شود تا بتوان عملکرد مدل آموزش د

 انسیصفر و وار نیانگیبا م AWGNثابت  زیبا توان نو زینو گنالیس کیامر،  نیا یبرا

 یکه به معن شودیم جادیا ،نمونه دارد 128که  یاصل گنالیاز س %40و  %25صفر و به طول 

 بیبه ترت یینها گنالیطول س در نهایتنمونه است.  50و  25به طول  زینو یهاگنالیس جادیا

صورت در سه مکان ابتدا، انتها و به زینو یهاگنالیس نینمونه خواهد بود. ا 178و  153

 ونیبا مدولاس IQدر فرمت  گنالیس کی (،7) . شکلشوندیقرار داده م گنالیس نیدر ب یتصادف

16QAM  وSNR  برابر باdB 6  طور را که به 25به طول  زینو گنالینمونه و س 128و به طول

 .دهدیداده شده است، نشان م یجا گنالیدرون س یتصادف

 
 اضافه شده زیبدون و به همراه نو 16QAM ونیبا مدولاس گنالیس شینما :7شکل 

. کندی( کار م2و  128به اندازه ) یورود یهاداده یکه آموزش داده شده است، برا یمدل

در  یراتییتغ دیمنظور با نیهستند. به ا ازیتر از نبزرگ یهاطول یدارا هاگنالیس نیاما ا
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 کردیها مورد قبول مدل شود. دو روکه اندازه آنطوریانجام داده شود، به دیجد یهاگنالیس

داد تا به اندازه مدنظر  رییرا تغ هاگنالیاست که طول س نیاول ا کردیدنبال کرد؛ رو توانیرا م

 تیاکثر یریگیرأ ستمیاز س زیکار ن نیا یبرش داده شوند که برا هاگنالیس توانیبرسند که م

 .شودیماستفاده 

 بیترک ،یجمع یریادگیاما قدرتمند است که در  ،روش ساده کی تیاکثر یریگیرأ

 یفرد یآرا تیبر اساس اکثر یینها میتصم کیاتخاذ  یالگو برا صیتشخ ای ماتیتصم

 .شودیاستفاده م

 یتر از اندازه ورودبزرگ یطول یاضافه شده که دارا زیبه همراه نو گنالیروش س نیا در

به همراه  گنالیصورت که اگر س نی. به اشودیم میجداگانه تقس گنالیبه مدل است، به سه س

 گنالی، سه س153به طول  گنالیس نیخواهد بود. از ا 153 گنالینمونه باشد، طول س 25 زینو

 یسوم در نهایتو  128و به طول  گنالیاز انتها س ی، دوم128و به طول  گنالیس ااز ابتد یاول

تا مدل  شوندیبه مدل داده م هاگنالیس نیگرفته شده و ا 128و به طول  گنالیاز وسط س

 مدل یاز اندازه ورود شتریبه طول ب گنالیهر س یکند. پس برا ینیبشیرا پ ونینوع مدولاس

عنوان به رد،یقرار بگ تیهرکدام که در اکثر ،ینیبشیسه پ نی. از ادیآیم تبه دس ینیبشیپ سه

آرای  دارای هاینیبشیهر سه پ کهیو درصورت شودیدر نظر گرفته م گنالیس یینها ینیبشیپ

عنوان در نظر خود داشته باشد، به یترشیب نانیکه درجه اطم یکد، هرکدام ودنجداگانه ب

به  یهامجموعه داده یمدل بر رو یابیارز (،8)در شکل  .شودیگرفته م نظردر  یینظر نها

 داده شده است. شینما تیاکثر یریگیبا استفاده از روش رأ زیهمراه نو

نویز هنگام اضافه شدن آن در وسط سیگنال اتفاق  ریتأثشود که بیشترین مشاهده می

روش شود. بیشتر بر روی دقت می ریتأثتر نویز باعث افتد و معلوم است که طول بزرگمی

را بر هر  زینو ریو تأث دهدیقرار م ریرا تحت تأث گنالیاز س یمتعدد یهابخش تیاکثر یرأ

. این نویز اضافه شده بر روی نمودار مشخص است ریتأثکه باز  هرچند دهد؛یبخش کاهش م

چند  یهاینیبشیپ رایز ؛تر استو مقاوم تریقو زیدر برابر نو یتاکثر یروش رأ نیهمچن

به  توانندیم گرید یهاباشد، بخش زینو یبخش دارا کیاگر  ی. حتکندیم بیبخش را ترک
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با  ینیبشیمتفاوت باشند، پ ینیبشیاگر هر سه پ یکمک کنند و حت یینها ینیبشیپ حیتصح

 .شودیروش اضافه م نیبه ا نانیاطم تیاز قابل یاهیو لا شودیانتخاب م نانیاطم نیبالاتر

 
  :8شکل 

 تیاکثر یریگیبا استفاده از روش رأ زیبه همراه نو یهامجموعه داده یمدل بر رو یابیارز

 

 

 و پیشنهاد گیرینتیجه

خودکار  ونیمدولاس یبنداستفاده در دسته مورد یهاروش یارتقا یباهدف بررس قیتحق نیا

در  گنالیس یبنددسته یبرا CNN یبیمدل ترک کیمطالعه، کاربرد  نیا درانجام شده است. 

 طیتحت شرا یبندبر بهبود دقت دسته هیشد. تمرکز اول یبررس یشناخت ییویراد یهاشبکه

 د:کرخلاصه  توانیم ریرا به شرح ز قیتحق نیا یهاافتهیبوده است.  SNRمختلف 

 است، بهبود قابل یقیتابع تلفات تطب کی یکه دارا CNN یبیعملکرد مدل: مدل ترک ❖

 جیرا یهابا مدل سهیدر مقا SNRدر سطوح مختلف  یبندرا در دقت دسته یتوجه

درصد بود که  96/70آمده دستبه یبندطور خاص، متوسط دقت دستهنشان داد. به

 .است یتوجه قابل شیافزا گرید یهانسبت به مدل

 شیو افزا ترعیسر ییبه نرخ همگرا یقیتطب انیتابع ز ی: معرفیقیتطب انیتابع ز ❖

 یپارامترها ایصورت پوبه مدل اجازه داد تا به کردیرو نیاستحکام مدل کمک کرد. ا



 
 4140 پاییز ♦ 27پیاپی  ♦ 3شماره  ♦ 8سال                                                                                                               38

آماد و فناوری  
  دفاعی

عملکرد را تحت  جهیکند و در نت میتنظ SNRخود را بر اساس سطوح  یریادگی

 طیدر شرا یسازد تا عملکرد بالا را حت ادرکند و مدل را ق نهیمتفاوت به زینو طیشرا

 .بگذارد شیآن را به نما نانیاطم تیحفظ کند و استحکام و قابل زیبرانگچالش زینو

 یشناختروش یهاشرفتیپ تیاهم نیمطالعه همچن نی: ایشناختروش یهاشرفتیپ ❖

را برجسته  شرفتهیپ یآموزش یهامناسب و ادغام روش یمانند انتخاب فراپارامترها

 .داردعملکرد گزارش شده  یبه دستاوردها یابیدر دست یبهبودها نقش مهم نیا ؛کرد

 CNN یبی، مشاهده شد که مدل ترکارزیابی مدل قی: از طریاسهیمقا لیوتحلهیتجز ❖

دهنده نشان نی. اکندیبهتر عمل م ن،ییپا SNR یوهایدر سنار ژهیوها، بهمدل ریاز سا

 .است یبنددسته یو حفظ دقت بالا گنالیس بیمؤثر تخر تیریمدل در مد ییتوانا

 بیو ترک گنالیمختلف س یهااستفاده از بخشبا که  تیاکثر یروش رأ یبررس ❖

 دهد.می ارائه زینو یبرا یها، دقت و استحکام بالاترآن یهاینیبشیپ

 نهیخصوص در زمو به گنالیبه حوزه پردازش س یریطور چشمگمطالعه به نیا یهاافتهی

AMC یبندتنها دقت دستهنشان داد که نه نیماش یریادگی یهاتمی. ادغام الگورکندیکمک م 

فراهم سریع  یهاگنالیس لیوتحلهیتجز یبرا ریپذاسیحل مقراه کیبلکه  دهد،یم شیرا افزا

 فیط تیریو مد شرفتهیپ یتیشامل ارتباطات امن قیتحق نیا یعمل یکاربردها. آوردیم

 کارآمدتر است.

 

 ی پژوهشپیشنهادها

 هستند: رینمود؛ به شرح ز انیب توانیم یآت قاتیتحق یکه برا یموارد

سرعت  شیافزا یمرتبط با آن برا یهاتابع گریو د یقیتطب انیاصلاح و توسعه تابع ز ✓

 ؛دقت یبر رو یمنف ریآموزش، بدون تأث

 ی؛شبکه عصب یهایمعمار گریدر انواع د یقیتطب انیکاربرد تابع ز یبررس ✓

ها داده شیهمانند افزا گنالیپردازش س یهاروش ریبا سا کردیرو نیادغام ا یبررس ✓

 ؛در عملکرد شتریجهت بهبود ب
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 ؛جیرا یهاونیمدولاس ریشامل کردن سا یاستفاده برا مورد یهاگسترش داده ✓

دارند و  ازین یکمتر یهاکه به داده یکارآمدتر یهاتمیتوسعه الگور یتمرکز بر رو ✓

 .کنندیدقت را حفظ م
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